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Abstract

The objective of this paper is to propose an evolu-
tionary optimization algorithm using MHC and Im-
mune Network and to verify its validity by means of

computer simulations. Our algorithm solves the division-

of-labor issues and problems for each agent’s work do-
main in multi-agent system (MAS) by two immune
functions. First, the Major Histocompatibility Com-
plex (MHC) distinguishes a “self” from the other “non-
self”, used in the process of eliminating states of com-
petition. Second, the Immune Network that produces
specific antibodies by modification of immune cells is
used to produce adaptive behaviors for agents. Then,
to investigate the validity of the proposed method, this
algorithm is applied to “N-th agent’s Travelling Sales-
men Problem (called n-TSP)” as a typical case prob-
lem of multi-agent system. The effectiveness of solving
MAS will be clarified through some sets of simulations.

1 Introduction

Such neural networks and genetic algorithms for
adaptive problem solving techniques are based on in-
formation processing in biological organisms and are
applied on many kinds of optimization problems [1].
On the other hand, the biological immune system is
widely recognized as one of the adaptive biological sys-
tems, the functions of which are to identify and to
eliminate foreign materials. In the biological immune
system, the following two mechanisms are considered
important in performing the immune functions. First,
Major Histocompatibility Complex (MHC) is used to
distinguish a “self” from the other “nonself” when
nonself invades self. Second, the Immune Network is
composed of immune cells and their connections, and

then specific antibodies are produced by modification
of their immune cells.

In this paper, we propose an evolutionary optimiza-
tion algorithm using two immune functions, the first
is MHC and the second is Immune Network. Our al-
gorithm solves the division-of-labor problems for each
agent’s work domain in multi-agent system (MAS).
The MHC is used for elimination of the states of com-
petition among agents. The Immune Network is used
to produce adaptive behaviors for agents. Through
implementation of such models, we could construct an
adaptive optimization algorithm that solves division-
of-labor problems. Thereupon, we apply the proposed
algorithm to n-th agent’s travelling salesman problem
(called n-TSP) which is considered as a typical prob-
lem in MAS. Some computer simulations are designed
to clarify the basic performances as well as the char-
acteristics and features of the proposed immune al-
gorithm. Finally, we discuss remaining problems and
future works.

2 MAS and division-of-labor problems

Multi-agent system which is a study in the field of
distributed artificial intelligence is an information pro-
cessing technique that autonomic agents solves prob-
lems through interactions among their agents. The
key subject of division-of-labor problems is to focus
on the issues of distribution of works for agents. The
solvers of the problems are defined as follows.

[The aims of distributed problem solving]

The domain that each agent covers is defined as work
domains (WD), and the aggregate total of the work
domains is defined as problem domain (PD). There
are two aims. They are:



(a) each WD, that is assigned by agent; must be
divided evenly and,

(b) the system performs effective division-of-labor by
optimizing each W D; (see figure 1).
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Figure 1: Aims of distributed problem solving.

3 Modeling of biological immune sys-
tem

In order to construct above distributed problem
solver, we developed the models of immune functions
in the first instance. Our objective models are shown
in figure 2 and the details of those words in italics are
described below.
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Figure 2: Modeling of biological immune system for
distributed problem solver.

3.1 Elimination of competition among
agents by MHC

In the biological immune system, the most impor-
tant behavior is to preserve self. One of the self-
preservation methods is the use of MHC [2]. This
MHC is defined as unique set of information defin-
ing the individual himself. MHC is used to identify
antigens by the difference of MHC, is expressed as
MHC with peptide that is a information defining the
antigen. If the infected MHC on the cells is differ-
ent from the original (uninfected) MHC, the individ-
ual can recognize antigens by matching with T cell

receptor (called TcR). Subsequently, if nonself, such
as antigens, invades the self-system, the immune cell
called Macrophage processes and displays invasion of
nonself by difference of MHC. While the cells with the
difference of MHC exist, the self-system continues to
eliminate nonself system, in the above figure 3.
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Figure 3: Elimination of competition states is based
on elimination of nonself using MHC.

The elimination of nonself means removal of non-
self system from the self-system, in figure 3’s below.
By regarding the self and nonself as agents in MAS,
the invaded-state considers that some agents compete
with each other’s work domain. In such a case, if
the ability of each agent is equal, the overlapping of
the respective work domain places it in an ineffectual
state. The MHC is used to eliminate such states of
competition.

3.2 Production of behaviors by Immune Net-
work

In the biological immune system, the Immune Net-
work is composed of immune cells and their connec-
tions and the antibodies are produced through modi-
fication of their immune cells. The one piece of infor-
mation transmitted through the network is MHC. The
procedures of the immune system producing a specific
antibody are described below.

o First, Macrophage recognizes antigens and trans-
mits MHC (with the information about the anti-
gens) to T cell.

e Next, the T cell that received MHC eliminates
the infected cells and then it activates specific
B cells that has the capability to recognize the
antigens.

e The activated B cell produces antibodies.

e Finally, the antibodies thus produced begin to
eliminate of the invading antigens.



To apply such procedures as a production model of
behavior of agents, we constructed the following pro-
cedures.

e In the production model, first, the agent acquires
of information about environment and internal-
state in the agent.

e Second, if the states of competition exist in the
internal-state, the agent eliminates this states of
competition.

e Third, the agent searches for candidate behav-
iors in order to increase the fitness of internal-
state in the environment.

e Finally, the agent extracts superior solution in
the candidate behaviors.

The extracted solution is applied to the environment,
then the agent continues to process their procedures
(see figure 4). Our algorithm solves the division-of-
labor problems by the elimination of competition by
MHC and production of behaviors by Immune Net-
work.
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Figure 4: Production of behavior is based on produc-
tion of an antibody using Immune Network.
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4 Proposed method

4.1 Immune optimization algorithm

In our method, transmission of the MHC through
the Immune Network and re-construction of the com-
ponents produce specific antibodies. The MHC is an
information carrier that can maintain information both
of self and nonself by changing itself into MHC with
peptide. The situation in which MHC acquires infor-
mation of nonself is referred to as the states of com-
petition. The details of our method are described as
follows.

[Stepl. Definition of antigens and MHC] The
problem area where agents exist is defined as
antigen and the internal state (e.g. solution, be-
havior, etc.) of each agent is defined as MHC.

[Step2. Preparation of initial MHC and im-
mune cells] All the initial MHC and immune
cells (Macrophage, T cell and B cell) are pre-
pared at random.

[Step3. Acquisition of information]
Macrophage acquires both of external and inter-
nal sets of information. The pieces of external
information are described as MHC with internal
information and the MHC is transmitted to T
cell.

[Step 4. Elimination of the States of Compe-
tition]
If the states of competition exists in the trans-
mitted MHC, T cell eliminates these states by
means of competition processing (the details are
described in the next section).

[Step5. Production of candidate solutions]

On the basis of MHC that comprise both the
external and internal information that DOSE
NOT include the states of competition, B cell N
produces candidate (similar) solutions that are
approximated to the MHC. The design of the
similarity and the way of production of similar
solutions depend on the problem.

[Step6. Extraction of a superior solution]
Each agent extracts a superior solution from the
above similar solutions and executes the solu-
tion. If the terminal condition is not satisfac-
tory, go to step 3.

The four steps, from the 3rd to the 6th steps, are con-
sidered as one time step. This algorithm is adapted by
repeating itself from step 3 to step 6 until the terminal
condition is satisfied.

4.2 Competition processing

The competition processing is executed at the 4th
Step in the above algorithm. It is a mechanism that
eliminates states of competition among competing agents
by comparing respective fitness. The definition of
terms that is used here to explain this mechanism is
described in table 1. According to the terms, a state
of competition is expressed in equation 1.

MHC(A)NMHC(B) # 0 (1)

[Stepl. Comparison of fitness in self-agent)]
In the competition processing, a comparison is
made between fitness(A) and fitness(A'). If
the fitness(A') without the states of competi-
tion is high, the self-agent modifies the fitness
from fitness(A) to fitness(A’) and the MHC



Table 1: Definitions of terms. Consider case of compe-
tition states between agent A and B exist (formula (1)).
Here ‘after’ states means that the time after was elimi-
nated the competition. (ie. the states of A’ is different
from the states of A.)

‘ self agent: A ’ nonself agent: B

work space, now MHC(A) MHC(B)

work space, after | MHC(A") MHC(B")
fitness, now fitness(A) fitness(B)
fitness, after fitness(A") fitness(B')

from MHC(A) to MHC(A’) by turning over
the states of competition to agent B. Otherwise
go to Step2.

[Step2. Comparison of fitness between self
and nonself agents] A comparison is made
between f(A) and f(B). If the f(A) is large,
the states of competition are eliminated from
agent B. Otherwise, the states of competition
are eliminated from agent A.

4.3 Concept of behaviors and aspects

The proposed method consists of (1) elimination of
competition using MHC and (2) production of behav-
iors using Immune Network. On basis of the construc-
tion, this method has antithetic adaptations. Accord-
ing to these interactions, our method efficiently works
to solve the division-of-labor problems.

1. Each agent adapts in direction of raising the fit-
ness on the inside itself by the production using
Immune Network.

2. Each agent adapts in the direction of eliminat-
ing inefficient region in respective work domain
through elimination of competition.

5 Experiments

Two computer simulations were run to investigate
the performances of our method. In the first simu-
lation, we applied our method to n-th agent’s TSP
and then, we reviewed the results. In the second sim-
ulation, the Genetic Algorithm (GA) was applied to
the same problem and then, we compared the perfor-
mances of the two.

5.1 N-th agent’s TSP

We applied to n-th agent’s Travelling Salesman Prob-
lem to verify adaptability of our model. Travelling
salesman problem (TSP) is one of the most typical

combinatorial optimization problems. The objective
is to find a roundtrip of minimal total length visit-
ing each node exactly once. The number of salesman
in N-th agent’s travelling salesman problem (n-TSP)
was extended from singular to plural number. The ob-
jective is finding the minimal tour by division among
salesman. Note that two conditions were set. First,
the number of salesman is fixed while the system runs
to solve. Second, all salesmen use the same city as the
starting point.

5.2 Experiment 1. Definition of Simula-
tion

In order to confirm the basic performances of our
method, we apply the method to following n-TSP. The
problem is defined in table 2. The parameters of pro-
posed method are set in figure 5-(A). The fitness;,
the fitness of agent i, is expressed in equation 2.

fitness; = Cities(MHC(3))/Cost(MHC(i))
+1/Cost(MHC(i)) (2)
e MHC(i): the tour of agent .

e Cities(MHC(%)): the number of cities in the M HC(4).
e Cost(MHC(7)): the length of the M HC(3).

Table 2: Parameters of n-TSP.

the number of cities 25

start city center of circle
position of cities dual circle
radius out=0.5, in=0.4

the number of salesmen 3
terminal condition 200 time step

5.3 Experiment 1. Results and Discus-

sions

Figure 5-(B) shows an acquired solution. The so-
lution of each agent is considered as optimum solu-
tion in its own work-space. In case of simple nTSP
with a single circle, it is clear that (a) the number
of cities (without the starting point) visited by each
agent are 8 and the even division of work-space is com-
puted and (b) the solution of each agent is considered
as the optimum solution [6]. However, even division of
work-space isn’t computed, in case of table 2. The fit-
ness function caused the results because interactions
for work-space are strictly based on the value of fit-
ness. Therefore, designing the fitness function should
be improved directly or indirectly.

Next, in order to verify the behaviors of our method,
the transition of the fitness and the number of visited
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Figure 6: Results: transition of fitness and the number
of visited cities, in case of our method.

cities are shown in figure 6. In figure 6-(A), System
is the total fitness of all agents. Figure 6-(A) shows
that the each fitness transits monotonous increase or
flatness as a whole although one or more decreases,
and the increase of fitness occurs at the steps where
the movements of their work-spaces are large (figure
6-(B)). In our method, the decrease of fitness will oc-
cur when elimination processing is executed by oppo-
nent agents. However, the decrease almost never. It
is considered that the work domain of each agent is
moved while maintaining the fitness because the fit-
ness shows a stable increase, although their work do-
mains are fluctuating widely. This is a good property
in solving the division-of-labor problems.
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Figure 7: Changing process of solutions for each agent.

Figure 7 shows the changing of solutions for each
agent in initial steps. Multiple modifications (addi-
tion of new cities or changing visiting order, elimina-
tion of states of competition) are shown all at once
while maintaining the fitness. This property is good
for modifying solutions, but it is weak point for divid-
ing evenly.

5.4 Experiment 2. Definition of Simula-
tion

We compared the results of both our method and
those of GA. The parameters of GA are set in figure

8-(A). The fitness;, the fitness of agent 4, is expressed
in equation 3.

The candidate solutions must be encoded to ap-
ply GA to n-TSP. We adopted the pass representa-
tion method originally proposed by Yamamura [7]. In
sub-tour crossover, the two sub-tours that have the
same elements are looked up and those sub-tours were
replaced. It proved possible that adoption of this
method prevents the destruction of the important sub-
tour. Coding and genetic operator are shown in figure
8.

fitness; = 1/(Cost * Costw + Penalty x Penaltyw )
(3)

e (Cost: length of the tour.
e Costw: weight of Cost.
e Penalty: penalty for the equality.
e Penaltyw: weight of penalty.
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Figure 8: Parameters, coding and subtour crossover.

5.5 Experiment 2. Results and Discus-

sions

Figure 9-(A) shows that the maximum fitness of GA
transits monotonous increase as it was in our method,
and the efficiency of evolution is good until generation
200. However, the costs that the solution converge in
the associate solution are very high. The numbers of
searched points in two methods are widely different.
In fact, the number is 25 x 3 x 100 = 7,500 in the
case of our method. In the case of GA, the number
of 100 x 1,000 = 100,000. On average results, our
method’s cost is less than one-tenth of GA.

The reasons that the cost of GA being so large are
as follows. In our method, each agent can search in-
dependently and owns a part of a problem space in
parallel. On the other hand, the GA has only but to
search the whole of a problem space at a time. Ac-
tually, figure 9-(B) shows that the movement of the
number of visited cities is only partly confirmed. In
normal cases using GA, if sub-tour crossover is per-
formed, the number of visited cities for each sales-
man should change. But the changes are minimal. Tt
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Figure 9: Results, transition of maximum fitness and
the number of visited cities, in case of GA.

means that a genetic operator that performs evolution
effectively will be mutation. The crossover, sub-tour
crossover, cannot actively clear the obstructive part of
problem space, although it is a very useful operator to
maintain good schemata. As our conclusion, a certain
function with the property of removing an obstructive
part of problem must be mounted in order to solve
effectively the division-of-labor problems in MAS.

5.6 Summary of the experiments

The following properties are confirmed through some
sets of simulations. Our method has two advantages
(1) modifying the work-space is changed while main-
taining the fitness, and (2) the cost are very small com-
pared with GA, on average. By contrast, the down-
side is, if the affect of the maintaining is too strong,
dividing evenly is difficult. According to these results,
improvement for the equality in the task of division-
of-labor problems are required.

6 Conclusion

We proposed models of immune functions and an
evolutionary optimization algorithm using their mod-
els. Our method consists of (1) elimination of compe-
tition using MHC and (2) the production of behaviors
using Immune Network. This method was applied to
n-TSP and its validity was examined. In the exper-
iments, the property that the work domain of each
agent is moved while maintaining the fitness was con-
firmed. Also, we can state that the investigation has
proved that our method performs better than the GA.
As future work, we’re going to extend our method (e.g.
extending the number of activated cells from one to
multiple number, introducing two situations for cell in-
teraction) and make comparisons with other methods.
Furthermore, we’ll consider a combinatorial optimiza-
tion algorithm allowed integration or combination of
the divided work-spaces.
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