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ABSTRACT

The objective of this paper is to propose an immune distributed competitive
problem solver with MHC and Immune Network and to verify its validity. Our
algorithm solves the division-of-labor problems for each agent's work domain
by two immune functions. First, the MHC distinguishes “self” from the other
“nonself”, used in the process of eliminating states of competition. Second, the
Immune Network that produces specific antibodies by modification of immune
cells is used to produce adaptive behaviors for agents. In order to investigate
the validity of the proposed method, this algorithm is applied to N-th agent's
Travelling Salesmen Problem (n-TSP) which is considered as a typical case
problem in combinatorial optimization problems. The effectiveness of solving
n-TSP will be clarified through some sets of simulations.

1 INTRODUCTION

Adaptive problem solving techniques, such as neural networks and genetic
algorithms, are based on information processing in biological organisms and are
applied on many kinds of optimization problems (Back, 1997). A biological
immune system is one of the adaptive systems and the stdudies are making
advances (Bersini 1991, Forrest 1990, Ishida 1996). In the biological immune
system, the following two mechanisms are considered important in eliminating
invaded antigens. First, Major Histocompatibility Complex (MHC) is used to
distinguish a “self” from the other “nonself” when nonself invades self. Second,
the Immune Network is composed of immune cells and their connections, and
then specific antibodies are produced by modification of their immune cells . In
this paper, we propose an immune distributed competitive problem solver with
MHC and Immune Network. Our algorithm solves the division-of-labor prob-
lems for each agent's work domain. The MHC is used for elimination of the
states of competition among agents. The Immune Network is used to produce
adaptive behaviors for agents. Through implementation of such models, we
could construct an adaptive algorithm that solves division-of-labor problems.
Thereupon, we apply the proposed algorithm to n-th agent's travelling salesman
problem (#-TSP) which is considered as a typical case problem in combinatorial
optimization problems. Some computer simulations are designed to clarify the
basic performances as well as the characteristics and features of the proposed
immune algorithm. Finally, we discus remaining problems and future works.

2 DIVISION-OF-LABOR PROBLEMS
The key subject of division-of-labor problems is to focus on the issues of
distribution of works for agents. The solvers of the problems are defined as



follows: the domain that each agent covers is defined as work domains (WD),
and the aggregate total of the work domains is defined as problem domain (PD).
There are two aims. They are: (a) each WD; that is assigned by agent; must be
divided evenly and, (b) the system performs cffective division-of-labor by
optimizing each WD; (see figure 1).
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Figurel. Aims of distributed problem solving.

3 PROPOSED METHOD
3.1 Immune distributed competitive problem solver
In our method, transmission of the MHC through the Immune Network and

re-construction of the components produce specific antibodies. The MHC is an
information carrier that can maintain information both of self and nonself by
changing itself into MHC with peptide (a piece of information of nonself). The
situation in which MHC acquires information of nonself is referred to as the
states of competition. The details of our method are described as follows.

[Stepl. Definition of antigens and MHC] The problem area where agents exist is

defined as antigen and the internal state (e.g. solution, behavior, etc.) of each
agent is defined as MHC.

[Step2. Preparation of initial MHC and immune cells] All the initial MHC and
mmmune cells (Macrophage, T cell and B cell) are prepared at random.

[Step3. Acquisition of information] Macrophage acquires both of external and
mternal sets of information. The pieces of external information are described as
MHC with internal information and the MHC is transmitted to T cell.

[Step 4. Elimination of the States of Competition] If the states of competition exists
n the transmitted MHC, T cell eliminates these states by means of competition
processing (the details are described in the next section).

[Step5. Production of candidate solutions] On the basis of MHC that comprise both
the external and internal information that DOSE NOT include the states of
competition, B cell N produces candidate (similar) solutions that are
approximated to the MHC. The design of the similarity and the way of
production of similar solutions depend on the problem.

[Step6. Extraction of a superior solution] Each agent extracts a superior solution
from the above similar solutions and executes the solution. If the terminal
condition is not satisfactory, go to step 3.

3.2 Competition processing

The competition processing is executed at the 4th Step in the above
algorithm. It is a mechanism that climinates states of competition among
competing agents by comparing respective fitness. The definition of terms that is
used here to explain this mechanism is described in table 1.

[Stepl. Comparison of fitness in self-agent] In the competition processing, a
comparison is made between fitness(A4) and fitness(A’). If the fitness(A') without
the states of competition is high, the self-agent modifies the fitness from
fimess(A) to fitness(A') and the MHC from MHC(A4) to MHC(A') by turning
over the states of competition to agent B. Otherwise go to Step2.



[Step2. Comparison of fitness between self and nonself agents] A comparison is
made between fitness(4) and fitness(B). If the fitness(4) is large, the states of
competition are eliminated from agent B. Otherwise, the states are eliminated
from agent 4.

Table 1. Definitions of terms. Consider case of competition states
between agent A and B exist. Here “after’ states means that the
time after was climinated the competition.

self agent: A nonself agent: B
work domain, now MHC(A) MHC(B)
work domain, after MHCA’) MHC(B)
fitness, now fitness(A) fitness(B)
fitness, after fitmess(4’) fitness(B’)

3.3 Concept of behaviors and aspects

Our method consists of elimination of competition using MHC and
production of behaviors using Immune Network. On basis of the construction,
this method has antithetic adaptations, (1) Each agent adapts in direction of
raising the fitness on the inside itself by the production using Immune Network
and (2) Each agent adapts in the direction of eliminating inefficient region in
respective work domain through elimination of competition. According to these
interactions, our method efficiently works to solve the division-of-labor
problems.

4 EXPERIMENTS

Two computer simulations were run to investigate the performances of our
method. In the first simulation, we applied our method to #-th agent's TSP and,
we reviewed the results. In the second simulation, Genetic Algorithm (GA) was
applied to the same problem and then, we compared the performances of the two.

4.1 N-th agent’s TSP

We applied to #n-TSP to verify adaptability of our model. TSP is one of the
most typical combinatorial optimization problems. The objective is to find a
roundtrip of minimal total length visiting each node exactly once. The number
of salesman in »-TSP was extended from singular to plural number. The
objective is finding the minimal tour by division among salesman. Note that two
conditions were set. First, the number of salesman is fixed while the system runs
to solve. Second, all salesmen use the same city as the starting point.

4.2 Experiment 1. Definition of Simulation

We compared the results of both our method and those of GA. The problem
is defined in table 2. The parameters of proposed method are set in figure 2-(A).
The fitness;, the fitness of agent i, is expressed in equation 1.

fitness, = Cities(MHC(i))/ Cost(MHC(i)) +1/ Cost(MHC(@)) (1)
®  MHC(i): the tour of agent i.
®  Cities(MHC(i)): the number of cities in the MHC(i).
®  Cost(MHC(i)): the length of the MHC(i).



Table 2. Parameters of n-TSP.

the number of cities 25
start city center of circle
position of cities dual circle
radius out=0.5, in=0.4
the number of salesmen 3
terminal condition 200 time step

4.3 Experiment 1. Results and discussions

Figure 2-(B) shows an acquired solution. The solution is considered as
optimum solution in its own work domain. In case of simple nTSP with a single
circle, it is clear that (a) the number of cities visited by cach agent are 8 and the
even division of work domain is computed and (b) the solution of cach agent is
considered as the optimum solution (Toma, 2000). However, even division of
work domain isn't computed, in this time. The fitness function caused the results
because the interactions are strictly based on the value of fitness. Therefore,
designing the fitness function should be improved directly or indirectly.

Next, in order to verify the behaviors of our method, the transition of the
fitness and the number of visited cities are shown in figure 2-(C),(D). In figure
2-(C), System is the total fitness of all agents. Figure 2-(C) shows that the each
fitness transits monotonous increase or flatness as a whole although one or more
decreases, and the increase of fitness occurs at the steps where the movements of
their work domains are large (figure 2-(D)). In our method, the decrease of
fitness will occur when climination processing is executed by opponent agents.
However, the decrease almost never. It is considered that the work domain of
cach agent is moved while maintaining the fitness because the fitness shows a
stable increase, although their work domains are fluctuating widely. This is a
good property in solving the division-of-labor problems.
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Figure2. Parameters and results, in case of our method.
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Figure 3.Changing process of solutions for each agent, in initial steps.

Figure 3 shows the changing of solutions for cach agent. Multiple
modifications (addition of new cities or changing visiting order, elimination of
states of competition) are shown all at once while maintaining the fitness. This
property is good for modifying solutions, but it is weak point for dividing evenly.



4.4 Experiment 2. Definition of simulation, in case of GA

The parameters of GA are sct in figure 4-(A). The fitness;, the fitness of
agent i, is expressed in equation 2. The candidate solutions must be encoded to
apply GA to n-TSP. We adopted the pass representation method originally
proposed by Yamamura (Yamamura, 1992), Coding and genetic operator are
shown in figure 4.

fitness, =1/(Cost x Cost,, + Penalty x Penalty,, ) )

®  Cost: length of the tour.

®  Costy: weight of Cost.

®  Penalty: penalty for the equality.
®  Penaltyy: weight of penalty.
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Figure 4. Parameters, coding and subtour crossover.

4.5 Experiment 2. Results and discussions

Figure 5-(A) shows that the maximum fitness of GA transits monotonous
increase as it was in our method, and the efficiency of evolution is good until
generation 200. However, the costs that the solution converge in the associate
solution are very high. The numbers of searched points in two methods are
widely different. In fact, the number is 25%x3%700=7,500 in the case of our
method. In the case of GA, the number is /00%1,000=100,000. On average
results, our method's cost is less than one-tenth of GA.
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Figure 5. Results, transition of maximum fitness and the number of
visited cities, in case of GA.

The reasons that the cost of GA being so large are as follows. In our method,
cach agent can search independently and owns a part of a problem domain in
parallel. On the other hand, the GA has only but to search the whole of a
problem domain at a time. Actually, figure 5-(B) shows that the movement of
the number of visited cities is only partly confirmed. In normal cases using GA,
if sub-tour crossover is performed, the number of visited citiecs for each
salesman should change. But the changes are minimal. It means that a genetic
operator that performs evolution effectively will be mutation. The crossover,



sub-tour crossover, cannot actively clear the obstructive part of problem domain,
although it is a very uscful operator to maintain good schemata. As our
conclusion, a certain function with the property of removing an obstructive part
of problem must be mounted in order to solve effectively the division-of-labor
problems.

5 CONCLUSIONS

We proposed an immune distributed competitive problem solver with two
immune functions. Our method consists of (1) elimination of competition using
MHC and (2) the production of behaviors using Immune Network. This method
was applied to #-TSP and its validity was examined. In the experiments, the
following properties are confirmed through some sets of simulations. Our
method has two advantages (1) modifying the work domain is changed while
maintaining the fitness, and (2) the cost are very small compared with GA, on
average. By contrast, the downside is, if the affect of the maintaining is too
strong, dividing evenly is difficult. According to these results, improvement for
the equality in the task of division-of-labor problems are required. As future
works, we're going to extend our method (e.g. extending the number of activated
cells from one to multiple number, introducing two situations for cell
interaction) and make comparisons with other methods. Furthermore, we'll
consider a combinatorial optimization algorithm allowed integration or
combination of the divided work domains.
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